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Abstract—Several leading data mining and clustering algorithms rely on inputs in the form of pairwise similarities. Yet, since the number of potential pairwise similarities grows quadratically in the size of the data set, it is computationally prohibitive to apply such algorithms to large data sets. This paper addresses this challenge with a novel method of sparse computation that computes only the relevant similarities instead of the complete similarity matrix. The method employs an efficient algorithm that provides an “approximate Principal Component Analysis”. In the low-dimensional space generated, the concept of grid neighborhoods is applied in order to identify groups of objects with potentially high similarity. Unlike known sparsification approaches that generate first the full set of pairwise similarities and thus take at least quadratic time, the sparse computation method generates only the relevant similarities. Sparse computation can be utilized in any data mining or clustering algorithm that requires pairwise similarities, such as the k-nearest neighbors algorithm or the spectral method. This approach is contrasted with that of grid-based clustering algorithms in that grid neighborhoods proximity is used only to determine the entries in the sparse similarity matrix, not to identify the clusters. Indeed objects can belong to the same grid neighborhood while ending up in different clusters, or conversely, belong to different neighborhoods yet get clustered jointly. The applicability of sparse computation for binary classification is demonstrated here for the recently devised supervised normalized cut (SNC). Our empirical results show that the approach achieves a significant reduction in the density of the similarity matrix, resulting in a substantial reduction in running time, while having a minimal effect (and often none) on accuracy as compared to inputs using a complete similarity matrix.

I. INTRODUCTION

Many applications of data mining and machine learning involve the classification of large-scale data sets. These data sets are often represented by \( n \times d \) matrices in which \( n \) objects are described by \( d \) attributes. Some of the leading machine learning methodologies such as the k-nearest neighbor algorithm [9], the spectral method [1] or supervised normalized cut (SNC) [13], [15], [30], [16] use as input pairwise similarities. A great advantage of these methods is that the pairwise similarities can be defined flexibly to capture the nature of affinities between objects. This flexibility, however, poses a challenge in terms of scalability, as the number of pairwise similarities grows quadratically in the size of the data set.

Existing sparsification techniques have been used in an effort to reduce the number of non-zero entries in the similarity matrix with minimal effect on the matrix properties. These approaches however require to generate, in advance, the full set of pairwise similarities and thus take at least quadratic time.

In this paper, we propose the novel methodology of sparse computation to generate a sparse similarity matrix. The method sidesteps the computationally expensive task of constructing the complete similarity matrix and generates only the relevant similarities. This is achieved by projecting the data onto a low-dimensional space in which the concept of grid neighborhoods, borrowed from image representation, is employed to determine efficiently which objects are potentially similar. The grid resolution is used as a parameter to control the density of the resulting similarity matrix. In general, the density of the matrix goes down with finer grid resolutions. With the proposed approach, not only is the output matrix sparse, but also the computation process generating the matrix itself is linear in the number of resulting non-zero entries. The projection onto a low-dimensional space can be attained with PCA (Principal Component Analysis), however for very large matrices applying PCA is computationally prohibitive. Instead, the low-dimensional space is generated with an algorithm referred to here as approximate-PCA. Approximate-PCA provides leading principal components that are very similar to the leading principal components of exact PCA, but requires significantly less running time than exact PCA. The projection of the data onto a low-dimensional space can therefore be accomplished efficiently. Once the non-zero entries are determined, the evaluation of the pairwise similarities for these entries is performed in the original space.

Even though the sparse computation approach uses grid neighborhoods, it is distinctly different from classical grid-based clustering algorithms, [11]. Grid-based clustering, like sparse computation, sub-divides the data space into grid blocks. But it allocates objects in the same block to the same cluster. In contrast, sparse computation is used only to determine the non-zero entries in the sparse similarity matrix, not to identify the clusters. Indeed objects can belong to the same grid neighborhood while ending up in different clusters, or conversely, belong to different neighborhoods yet get clustered jointly.

In addition to the computational speed-ups offered by sparse computation it has several advantages: It can be used for any data mining or clustering algorithm that is based on pairwise similarities; because of the projection of the data onto a low-dimensional space, sparse computation allows the visualization of a data set using the first three principal components (cf. Figure 3); for graph algorithms, such as SNC used here, an additional advantage is that sparse computation tends to break down the data set into a collection of isolated components in the graph. Each of these components is then classified as a separate data set, leading to further improvement in the efficiency of such data mining algorithms.

The new methodology is demonstrated here for Supervised Normalized cut, SNC, (also called normalized cut prime). This algorithm was devised in [13] as an efficient variant of
normalized cut. It was demonstrated that SNC delivers superior performance for image segmentation problems in comparison to spectral method-based approaches that approximately solve the intractable normalized cut problem, [16]. The input to SNC is a weighted graph in which the nodes correspond to the objects in the data set and the arcs represent the similarities between the respective objects. Thus the size of the graph, and consequently the running time of the algorithm for SNC, are sensitive to the number of non-zero entries (arcs) in the similarity matrix. The running time of SNC is in practice linear in the number of arcs in the generated graph [7]. SNC was recently used as a data mining technique in [30] for enhancing the capabilities of noisy and low-resolution nuclear detectors, and in [15] for assessing the effectiveness of drugs based on HCS images of cells treated by the drugs. In these studies, SNC outperformed other machine learning methods in terms of classification accuracy. Therefore, it is of great interest to develop strategies that efficiently generate a sparse input graph with minimal loss in classification accuracy.

The study presented here applies SNC with sparse computation to seven binary classification data sets from the Machine Learning Repository from University of California at Irvine. For six of the data sets, with up to 46,480 objects, we compared the performance of SNC in the standard set-up with the complete matrix, i.e., the matrix in which the number of non-zero entries coincides with the total number of elements, to the performance of SNC for sparse matrices generated with sparse computation using different grid resolutions. Surprisingly, the accuracies obtained for the sparse matrices barely differ from the accuracies obtained for the complete matrices, even for fine grid resolutions. While experiencing almost no loss in accuracy, the running time of the SNC classifier decreases substantially with increasing grid resolution. For the seventh data set, containing more than half a million objects, it was not possible to compute the complete similarity matrix because of limited memory. For this data set, we tested SNC based on sparse matrices only. Again, it turned out that the accuracy of SNC is affected only to a small extent by the grid resolution. For a similarity matrix with density of 0.009%, SNC still delivers an accuracy of 91.14% for a data set in which 57.4% of the objects are labelled 1. The complete input graph would have contained more than 54 billion arcs.

The remainder of the paper is structured as follows. In Section II, existing sparsification approaches are reviewed. The optimization model of normalized cut prime is introduced in Section III. This section also provides a sketch description of the algorithm used to solve the classification problem based on a parametric cut technique. Section IV includes a detailed description of the sparse computation approach. In Section V, the experimental design is described and the results of the empirical analysis are reported. Section VI contains concluding remarks and directions for future research.

II. REVIEW OF EXISTING SPARSIFICATION APPROACHES

There is a great deal of research work on sparsifying similarity matrices. Such efforts consider input graphs or matrices that are dense, and apply sparsifying algorithms with goals that focus on preserving various matrix properties.

Arora et al. [3] describe a simple random-sampling based procedure for generating a sparse matrix whose eigenvectors are close to the eigenvectors of the original matrix. The algorithm considers all non-zero entries of the original matrix and uses the Chernoff-Hoeffding bounds to set some of the entries to zero. The running time of this algorithm is therefore at least proportional to the number of non-zero entries in the input matrix. Spielman and Teng [26] present a graph sparsification algorithm that produces a subgraph of the original whose Laplacian quadratic form is approximately the same as that of the original graph. Their algorithm has complexity that is close to linearly proportional to the number of edges in the original graph. Jhurani [18] recently proposed an algorithm that transforms the original matrix into a sparse matrix with minimal changes to the singular values and the singular vectors corresponding to the near null-space of the original matrix.

In all these sparsification approaches the input is the complete similarity matrix which is then sparsified by removing a large fraction of non-zero entries. Thus, the sparsification effort alone requires at least to scan the similarity matrix once, resulting in \( \Omega(n^2) \) running times for a data set with \( n \) objects. For this reason, these algorithms are not applicable to massively large data sets.

McCallum et al. [20] propose a strategy to reduce the computational burden of computing all pairwise similarities. They suggest to use initially an approximate similarity measure to subdivide the objects into overlapping subsets. The exact similarities are then only computed between objects that belong to the same subset. This strategy reduces running time significantly when the computation of the exact similarity measure is expensive, e.g., when the number of attributes is large. In their paper, McCallum et al. [20] study the problem of reference matching in the context of bibliographic citations of research papers. The problem consists in grouping citations that reference the same paper. The approximate distance measure was based on the number of words two citations have in common which can be computed efficiently using an inverted index. However, the complexity of this approach is still \( \Omega(n^2) \) since the approximate similarity measure must be computed for all pairs of objects.

Other approaches map the input data to compact discrete or binary codes in order to efficiently identify nearest neighbors. A good mapping ensures that similar objects in the original space are likely to get a similar code. A prominent approach that focuses on preserving a metric of the input data is locality-sensitive hashing (LSH) [17]. Recently, [22] proposed an approach to optimize hash functions that are capable of preserving semantic similarities in terms of Hamming distance metric. These methods could potentially be adapted to generate sparse similarity matrices.

III. THE VARIANT OF NORMALIZED CUT AND SUPERVISED NORMALIZED CUT

The classification model of normalized cut prime (NC') was initially used in the context of image segmentation. This problem was mistakenly confused with the NP-hard problem of normalized cut, [25], and referred to by the same name in [24]. Although the two problems look similar, the normalized cut problem is intractable, whereas the normalized cut prime problem was shown in [13] to be polynomial time solvable with combinatorial algorithms. This finding was generalized in [14] to other ratio problems. The performance of NC' on image segmentation problems was found to be of high quality and superior to other techniques, [16]. It was used later with similar success as a machine learning algorithm in a context related to security, [30] and in ranking of drugs according to
their effectiveness, [15]. The normalized cut problem and NC’ are defined as graph problems. Some essential graph notations and definitions are thus introduced next.

Let $G = (V,E)$ be an undirected graph with edge weights $w_{ij}$ associated with each edge $[i,j] \in E$. A bi-partition of a graph is called a cut, $(S,\bar{S}) = \{(i,j) | i \in S, j \in \bar{S}\}$, where $S \subseteq V$ and $\bar{S} = V \setminus S$. The capacity of a cut $(S,\bar{S})$ is the sum of weights of edges with one endpoint in $S$ and the other in $\bar{S}$:

$$C(S,\bar{S}) = \sum_{i \in S, j \in \bar{S}, [i,j] \in E} w_{ij}. \quad (1a)$$

More generally, for any pair of subgraphs $A,B \subseteq V$ we define

$$C(A,B) = \sum_{i \in A, j \in B, [i,j] \in E} w_{ij}. \quad (1b)$$

In particular, the capacity of a subgraph, $S \subseteq V$, is the sum of edge weights within the subgraph $S$:

$$C(S,\bar{S}) = \sum_{i,j \in S, [i,j] \in E} w_{ij}. \quad (1c)$$

The weighted degree of node $i$ is the sum of weights adjacent to $i$:

$$d_i = \sum_{j | [i,j] \in E} w_{ij}. \quad (1d)$$

In the context of classification the nodes of the graph correspond to objects, each of which is characterized by a feature vector. The edge weights $w_{ij}$ quantify the similarity between the respective feature vectors associated with nodes $i$ and $j$. Higher similarity is associated with higher weights.

The goal of NC’ is to find a cluster that minimizes the ratio of two criteria. One criterion is to maximize the total similarity of the objects within the cluster (the intra-similarity). The second criterion is to minimize the similarity between the cluster and its complement, or the inter-similarity. The ratio function is a way of combining the two objective functions. The problem is to find a non-empty set $S^*$ strictly contained in $V$, that minimizes the ratio of the similarity between the set and its complement, inter-similarity, divided by the total similarity within the set $S^*$, intra-similarity. The NC’ problem formulation is:

$$NC'(S^*) = \min_{\emptyset \subseteq S \subseteq V} \frac{C(S,\bar{S})}{C(S,S)}. \quad (2)$$

The solution set $S^*$ is referred to here as a source set, and its complement is called a sink set. The optimization problem NC’ was shown in [13] to be solvable in polynomial time using a (parametric) minimum cut procedure on an associated graph. That algorithm can solve more general problems than NC’. For instance, the similarity weights used in the numerator, the inter-similarity, can be different from the similarity weights used in the denominator, the intra-similarity. Also, it was shown in [13] that the problem of NC’ (2) is equivalent to,

$$\min_{\emptyset \subseteq S \subseteq V} \frac{C(S,\bar{S})}{\sum_{i \in S} d_i}. \quad (3)$$

In this equivalent formulation, any non-negative node weights can be used to replace the weighted degrees of the nodes. Additional discussion on this and other variants of NC’ is provided in [14], [16].

The algorithm of [13] for (2) solves parametrically the following linear minimization problem for all parameter values $\lambda$,

$$\min_{\emptyset \subseteq S \subseteq V} C(S,\bar{S}) - \lambda C(S,S). \quad (3)$$

The optimal solution to the ratio problem NC’ corresponds to one specific optimal value of the parameter, $\lambda^*$. It is well known from [12] that for a sequence of values $\lambda_1 < \lambda_2 < \ldots < \lambda_k$, and $S$, the respective source set associated with $\lambda_i$, the source sets are nested: $S_1 \subseteq S_2 \subseteq \ldots \subseteq S_k$. The value of $\lambda^*$ is selected as the largest for which the objective function is non-positive: $\min_{\emptyset \subseteq S \subseteq V} C(S,\bar{S}) - \lambda C(S,S) \leq 0$. A by-product of this solution method is that it finds all “breakpoints” of the values of $\lambda$ and the associated bi-partitions, one of which is the desired optimal solution. The number of breakpoints is guaranteed to be relatively “small” [12]. Thus the minimum ratio solution corresponds to a specific linear weighting of the two criteria in the objective function. It is often the case, however, that the optimal weighting $\lambda^*$ of the ratio solution is not necessarily the best in terms of the quality of the resulting cluster, and a source set associated with a non-optimal value of $\lambda$ is a better cluster. After all, any arbitrary scalar multiplication of the numerator, changes the value of the optimal parameter and potentially the respective bi-partition solution. It is therefore more effective to consider a “good” weighting of the two criteria instead of solving the ratio problem. Here, this weighting value of $\lambda$ is one of the parameters to be selected when implementing NC’ as a classification method.

Additional details on NC’, its relationship to the normalized cut problem, several extensions of the model, and relationship to the spectral method, are provided in [13], [14].

The NC’ model can be used as an unsupervised or a supervised method. We refer to the latter as SNC. When the NC’ model is used as an unsupervised method, the input graph contains solely unclassified nodes which refer to objects for which the class label is unknown. To guarantee that the solution is non-empty and strictly contained in $V$, one has to assign, a priori, at least one node to the source set $S$ and one node to set sink set $\bar{S}$. These nodes are referred to as seed nodes. In the supervised case, the input graph contains classified nodes (training data) which refer to objects for which the class label (either $A$ or $B$) is known and unclassified nodes which refer to objects for which the class label is unknown. We can exploit the seed node mechanism to use the NC’ model in a supervised manner by assigning all classified nodes with label $A$ to the source set $S$ and all classified nodes with label $B$ or to the sink set $\bar{S}$. The goal of the binary classification problem is then to assign all unclassified nodes either to the source set $S$ or the sink set $\bar{S}$.

The input to the classification problem is the graph, $G = (V,E)$, defined on the set of objects $V$ and the similarity weights associated with each pair of nodes $[i,j] \in E$. Two nodes $s$ and $t$ are added to the graph with an arc of infinite weight from $s$ to each classified node with label $A$ and from each classified node with label $B$ to $t$. On this graph we seek a partition that minimizes the NC’ criterion so that $s \in S$ and $t \in \bar{S}$. Unclassified nodes which end up in $S$ are labeled with $A$ and unclassified nodes which end up in $\bar{S}$ are labeled with $B$. This process is illustrated in Figure 1. The adjustment of NC’ to a supervised context, as described above, is the supervised classification methodology which is used here for the data.
sets. As mentioned above, the efficiency of NC’ algorithm was established in [13]. In the context of Supervised Normalized Cut, the only additional step prior to performing the NC’ algorithm is to separate and assign training data to either the source or the sink set, which can only reduce complexity.

IV. PROPOSED METHODOLOGY

In this section, we present the sparse computation methodology. In Subsection IV-A, we describe the data structure that is used to partition the low-dimensional space in grid blocks and show how each feature vector can be assigned to a unique block. In Subsection IV-B, we provide the details on how to generate the low-dimensional space with the use of approximate-PCA. In Subsection IV-C, we assess, via visualization, the effectiveness of the approximate-PCA approach in comparison to the exact PCA (applied to the complete data set).

A. The block data structure for sparification

Given a data set containing \( n \) objects in the form of feature vectors with \( d \) attributes. The first step is to map the \( d \)-dimensional space into a \( p \) dimensional space for \( p \ll d \) with the use of approximate-PCA, described in the next subsection. Once all feature vectors are mapped into a \( p \)-dimensional space, the next step is to subdivide, in each dimension, the range of values of the feature vectors to a pre-specified number of equal intervals, say \( k \). In the following, we refer to \( k \) as the grid resolution. It is possible to select a different number of intervals \( k_i \) in each dimension \( i = 1, \ldots, p \). However, for the sake of simplicity, we use here uniform values of \( k \) for all dimensions which allows us to control the total number of grid blocks with a single parameter. This partitions the space of the domain of the feature vectors to \( kp \) grid blocks. Each block is identified with a unique id and each feature vector is assigned to a single block based on the respective intervals in which its \( p \) entries fall. Identifying the block to which a vector belongs is executed efficiently, in \( O(1) \) complexity per feature vector.

The determination of which pairwise similarities to compute, and the similarity weight calculation (cf. Section V-B1) is performed analogously to that of pixels in images. In 2D images, the standard rule is to consider the 4-neighbor set-up. That is, each pixel is considered adjacent to the pixels on both sides vertically and horizontally. Another neighborhood set-up is that of 8-neighbors that lets also diagonally adjacent pixels to be considered adjacent. Only similarity weights between adjacent pixels are evaluated. Here, we first consider all feature vectors in the same block to be adjacent and thus have their similarities computed in the original \( d \)-dimensional space. (If the dimension \( d \) is excessively large, we would use the approximate-PCA that samples columns as well as rows and therefore perform the similarity computations with respect to a lower dimensional space. This, however, was not necessary in any of the data sets tested here.) Then, adjacent blocks are identified and the similarities between feature vectors in those blocks are computed. Two blocks are adjacent if they are within one interval distance from each other in each dimension (the \( \ell_{\text{max}} \) metric). Hence, for each block, there are \( 3^p - 1 \) adjacent blocks. This guarantees that vectors that are further away than one interval distance are not compared. The length of the intervals is considered as the threshold beyond which vectors are considered far from each other.

A finer grid resolution (higher value of \( k \)) generally leads to a lower density and thus to shorter running times to produce the similarity matrix for the SNC algorithm, or any other algorithm that uses pairwise similarities, such as \( k \)-nearest neighbors, or the spectral method. Figure 2 illustrates a grid for \( p = 3 \) and \( k = 5 \). Notice that for \( k = 2 \) all feature vectors are neighbors of each other, and thus we get the complete similarity matrix.

B. Approximate Principal Component Analysis

Principal Component Analysis (PCA) is a popular technique for projecting data onto a low-dimensional space. The dimensionality of the data set is reduced by selecting the few leading principal components that explain most of the variance in the data set. In real-world data sets with a high degree of correlation among attributes, typically a few leading principal components (e.g. 3) explain a large fraction (e.g. 80%) of the variance in the data sets, although this is obviously a characteristic of the data set. While the use of PCA is appealing, the computation time of PCA on an \( n \times d \) matrix \( A \) is prohibitive when either \( n \) and/or \( d \) is extremely large. In fact the PCA computation dominates the computation time for generating all pairwise similarities.

Various approaches have been proposed to improve the effectiveness and efficiency of PCA in specific contexts. Xu et al. [29] propose a variant of PCA suitable for high dimensional data sets that contain arbitrarily corrupted data. Qu et al. [23] and Bai et al. [5] propose methods to compute PCA efficiently when the data is distributed across several locations. Zou et al. [31] address the issue that the principal components are usually a linear combination of all original attributes, which makes their interpretation difficult. They introduce a method called sparse principal component analysis that produces modified principal components with sparse load-
ings, i.e., most weights in the linear combination (known as loadings) are zero. Wickerhauser [27] proposes a method that computes approximate principal components with a slightly better complexity compared to the classical PCA algorithm. Although the approximation error is small, the running time is still prohibitive for large-scale data sets. Altogether the above mentioned approaches are computationally intractable when applied to massively large data sets.

Drineas et al. [10] propose two algorithms for computing approximations to the singular value decomposition (SVD) of a matrix. The running time of the first algorithm, called LinearTimeSVD, is linear in the size of the input matrix and the running time of the second algorithm, called ConstantTimeSVD, is constant, independent of the size of the input matrix. For both algorithms they proved bounds on the approximation error. Both algorithms are extremely fast and easy to implement. The ConstantTimeSVD algorithm is particularly appealing because its speed can be fully controlled. Here, we utilized the ConstantTimeSVD algorithm of [10] to compute approximate principal components.

We first describe how exact PCA works within our approach, and then explain the modifications required for approximate-PCA. PCA can be used to reduce the dimensionality of an \( n \times d \) matrix \( A \) in which \( n \) objects are described by \( d \) attributes. The reduction of dimensionality is achieved by replacing the original \( d \) attributes by a smaller number of \( p \) principal components, which are linear combinations of the original attributes. By using the leading \( p \) principal components, the original matrix \( A \) is transformed into an \( n \times p \) matrix \( T_p \), in which the first column has the largest possible variance and each succeeding column has the largest variance subject to being uncorrelated to the preceding column. The transformation reads as follows:

\[
T_p = AB_p,
\]

where \( B_p \) is a \( d \times p \) matrix whose columns are the \( p \) leading principal components. Principal components are eigenvectors of \( A^T A \), but they can also be computed using singular value decomposition (SVD) of the form,

\[
A = U\Sigma V^T,
\]

where \( \Sigma \in \mathbb{R}^{n \times d} \) is a diagonal matrix \( \text{diag}(\sigma_1, \ldots, \sigma_p) \), for \( p = \min\{n, d\} \), that contains the singular values \( \sigma_i(A) \) of \( A \). The columns of \( U \in \mathbb{R}^{n \times n} \) and \( V \in \mathbb{R}^{d \times d} \) are the corresponding left and the right singular vectors, respectively. The right singular vectors coincide with the principal components [10]. Hence, matrix \( T_p \) can also be derived as follows:

\[
T_p = AV_p,
\]

where \( V_p \) denotes the \( d \times p \) matrix consisting of the first \( p \) columns of \( V \).

The ConstantTimeSVD algorithm of [10] approximates the singular values and the corresponding singular vectors of an original matrix \( A \) by computing SVD on \( W^T W \), where \( W \in \mathbb{R}^{r \times c} \) is a submatrix of \( A \). The number of columns \( c \) and the number of rows \( r \) of matrix \( W \) can be specified by the user, and the work in [10] links those choices to the closeness between the true, or exact, SVD and the approximate one. The running time of the ConstantTimeSVD algorithm is therefore independent of \( n \) and \( d \) and can be arbitrarily small.

For specific values of \( r \) and \( c \), the closeness of the singular vectors of \( W \) to the singular vectors of \( A \) can be guaranteed, if \( W \) is constructed as follows. First, \( c \) columns of matrix \( A \) are selected with probabilities \( \{p_i\}_{i=1}^d \), where \( p_i = |A^{(i)}|^2/\|A\|_F^2 \). The selected columns are each rescaled by an appropriate factor to form a matrix \( C \in \mathbb{R}^{n \times c} \). Then, \( r \) rows of \( C \) are selected with probabilities \( \{q_j\}_{j=1}^p \), where \( q_j = |C_{(j)}|^2/\|C\|_F^2 \). The selected rows form matrix \( W \in \mathbb{R}^{r \times c} \).

Drineas et al. [10] prove bounds for the size of the difference between the leading \( \ell \) left singular vectors of \( W \) (\( W_\ell \)) and the leading \( w \) left singular vectors of \( A \) (\( U_w \)) with respect to the Frobenius norm and the spectral norm, where \( w \) is a user-specified integer value and parameter \( \ell = \min\{w, \max\{t : \sigma_t(W) \geq \gamma\|W\|_F^2\}\} \). Parameter \( \sigma_t(W) \) denotes the \( t \)th squared singular value of matrix \( W \) and \( \gamma = \epsilon/100w \) for error parameter \( \epsilon > 0 \). The approximation error \( \epsilon \) on the Frobenius norm holds with probability at least \( 1 - \delta \) when \( c = \Omega(w^2 \eta^2/\epsilon^4) \), and \( r = \Omega(w^2 \eta^2/\epsilon^4) \):

\[
\|A - W_\ell W_\ell^T A\|_F^2 \leq \|A - U_w U_w^T A\|_F^2 + \epsilon\|A\|_F^2. \tag{7}
\]

The approximation error \( \epsilon \) for the spectral norm holds with probability at least \( 1 - \delta \) for \( \gamma = \epsilon/100 \), \( c = \Omega(\eta^2/\epsilon^4) \), and \( r = \Omega(\eta^2/\epsilon^4) \):

\[
\|A - W_\ell W_\ell^T A\|_2^2 \leq \|A - U_k U_k^T A\|_2^2 + \epsilon\|A\|_2^2. \tag{8}
\]

In this paper, we compute PCA based on a small subset of rows (feature vectors), selected with the probability \( q_j \). This is called here approximate-PCA. In all data sets considered here, the number of attributes is small, so all columns are preserved. Yet, the technique can be extended to very high-dimensional data sets in which PCA is computed on a small subset of rows (feature vectors) as well as a small subset of columns (attributes).

C. Effectiveness of Approximate-PCA

The usefulness of sparse computation with approximate-PCA to detect similar objects is demonstrated for a data set collected from north east of Andhra Pradesh in India, which can be downloaded from the Machine Learning Repository of the University of California at Irvine [4]. The data set has 583 objects and 10 attributes. The three leading principal components derived by exact PCA and approximate-PCA respectively, are used to visualize the data in 3D in Figure 3. The blue dots represent 416 liver patients and the green dots represent 167 non-liver patients. Both plots visualize the objects in the respective coordinate system defined by the first three principal components.

For the exact PCA, the three leading principal components explain 81% of the total variance. For the approximate-PCA the number of selected rows \( r \) was set to 5 which is less than 1% of the original number of rows and seems to be a small number in light of the approximation errors discussed in Section IV-B. However, it turns out that in practice even such a small fraction of the feature vectors is sufficient to discern the main structure of the data (cf. Figure 3). The two clusters that are clearly recognizable in both plots refer between the true, or exact, SVD and the approximate one. The running time of the ConstantTimeSVD algorithm is therefore independent of \( n \) and \( d \) and can be arbitrarily small.
set of male patients separately from that of female patients. In our algorithm, this will happen automatically as the two clusters will be recognized as two isolated components in the respective graph.

Figure 3 also manifests the distinction between the use of sparse computation and grid-based clustering. Classical grid-based clustering algorithms, such as described in chapter 12 of [11], would determine, based on the PCA results, that the clusters are those sets of objects that are within close proximity in the $p$-dimensional space, which in this case are the clusters of male and female patients. This result will miss out on the goal of differentiating the clusters of liver and non-liver patients that are not evident, or separated, in the $p$ dimensional space. In contrast, our algorithm will use sparse computation as a tool to set up the similarity graph in which male and female grouping form separate components. In each of these components SNC will perform the clustering task that will separate liver versus non-liver patients.

V. EMPIRICAL ANALYSIS

In this section, we evaluate the effectiveness of the proposed sparse computation method based on seven real-world data sets. In Section V-A, we describe the characteristics of the data sets. In Section V-B, we explain the design of the experimental analysis and in Section V-C, we report the numerical results.

A. Data sets

All the data sets used in this analysis are available on the Machine Learning Repository of the University of California at Irvine [4]. The selected data sets cover areas related to life sciences, engineering, social sciences and business. Our interest was in focusing on large data sets that include thousands of objects. Some of the data sets contain categorical attribute values, which are replaced here by a set of boolean attributes (one boolean attribute per category). In the following, we briefly describe each data set and mention further modifications that we made. The characteristics of the modified data sets are summarized in Table I. The imbalance ratio is defined as number of majority labels divided by number of minority labels.

The data set Adult (ADU) stems from the census bureau database and each feature vector represents a person. The goal is to predict whether a person’s annual income exceeds 50,000 USD. Persons whose annual income exceeds 50,000 USD are labeled 1. In the original data set there is a categorial and a continuous attribute to capture the educational level of the persons. To avoid double use, we removed the categorial attribute. In addition, we removed all feature vectors that contain missing values.

The data set Bank Marketing (BAN) contains information of direct marketing campaigns that were conducted by a Portuguese banking institution. The goal is to predict whether a client opens a long-term deposit after being targeted by such a marketing campaign. Clients who opened the deposit are labeled 1 [21].

The data set Covertype (CO2) contains 581,012 feature vectors that describe cartographic characteristics of forest cells in northern Colorado. The goal is to predict the forest cover type. There are seven different cover types which are labeled 1 to 7. By relabeling the types 2 to 7 to 0, we converted the original problem into a binary classification problem. Due to the large number of feature vectors, we have to apply the proposed approach with a sufficiently high grid resolution. In order to analyze low grid resolutions we derived a smaller data set (CO1) from the original data set. The smaller data set was obtained by sampling 8% of the feature vectors of each cover type.

The data set Cardiotocography (CAR) consists of feature vectors obtained from fetal cardiotocograms. The goal is to assign a feature vector to one of three fetal states (normal, suspect, pathologic). To obtain a binary classification task, we labeled the states suspect and pathologic as 1 and normal as 0.

The data set Letter Recognition comprises 20,000 feature vectors describing numerical attributes of letter images. The goal is to identify a feature vector as one of the 26 capital letters of the English alphabet. Analogously to [6], we converted this data set into two binary classification instances. In data set LE1, we labeled the letter “O” as 1 and all other letters as 0. This labeling obviously results in a class imbalance. In data set LE2, we labeled the letters “A”–“M” as 1 and all other letters as 0, which results in a well-balanced class distribution.

B. Experimental Design

Each data set is randomly partitioned into two sets, a tuning set (20%) and a testing set (80%). In Subsection V-B1, we describe how we tune the parameters of the SNC model based on the tuning sets and in Subsection V-B2, we describe how we test the SNC model together with the sparse computation approach for different grid resolutions based on the testing sets. The experimental analysis is implemented in Matlab and C. We used the implementation of the pseudoflow algorithm of [12] that was presented in [8] to solve the SNC model. All computations were performed on a standard workstation with two Intel Xeon CPUs (model E5-2687W) with clock speed 3.10 GHz and 128 GB of RAM.

1) Tuning: As noted in Section II, we need to define a similarity measure and specify a value for parameter $\lambda$, for which the cluster solution solving,

$$\min_{\emptyset \subset S \subset V} C(S, \bar{S}) - \lambda C(S, S) \quad \text{cf. (3)}$$

is best. We quantify the similarity between two feature vectors $v_i$ and $v_j$ by the Gaussian similarity function:

$$e^{-\epsilon ||v_i - v_j||^2}$$

where parameter $\epsilon$ represents a scaling factor. The Gaussian similarity function is commonly used in image segmentation and spectral clustering [19]. We use it here as a default similarity function as we assume no prior knowledge on the domain of the data. We apply grid search [28] to find a
promising combination of values for the parameters $\epsilon$ and $\lambda$. Thereby, we select $\epsilon$ from the set $\epsilon \in \{1, 2, \ldots, 30\}$ and $\lambda$ from the set $\{10^{-5}, 10^{-4}, \ldots, 10^{-1}\}$. For each combination of tuning parameter values, we try to improve the accuracy by normalizing the tuning set prior to computing the similarities. We normalize all attribute values to lie between zero and one, by computing

$$\alpha_f = \frac{v_f - \min v_f}{\max v_f - \min v_f}$$

where $v_f$ is the actual value of feature $f$ and the maximum and minimum are taken over all feature vectors in the tuning set [28].

For each value of $\epsilon$, we first compute a similarity matrix for all feature vectors in the tuning set. This similarity matrix can be denser than the one used for the testing, and for all data sets presented here, except for CO2, the tuning similarity matrix is complete. If the tuning set is large, such as the case here for CO2, one could use sparse computation to generate a sparse similarity matrix.

For a given similarity matrix we perform ten runs, in each of which the tuning set is randomly partitioned into a set of classified objects (50%) and a set of unclassified objects (50%) (cf. Figure 4). For each such partition, and each similarity matrix (computed as a function of $\epsilon$), and a selected value of $\lambda$, we run the SNC algorithm.

Table II lists for each data set the combination of tuning parameter values that yields the highest average accuracy for the ten runs. The average accuracy (Tune-Acc) reported in Table II was achieved based on the complete similarity matrix of the tuning set. The second column of Table II shows that for all data sets except LE2, the average accuracy can be improved by normalizing the input data. For data set CO2, we could not use the complete similarity matrix for tuning because of its excessive size. Therefore, we used the same tuning parameter values as those computed for set CO1. Alternatively, we could have performed tuning on the sparse similarity matrix.

2) Testing: We apply the proposed sparse computation approach to each testing set with different values of grid resolutions determined by the number of intervals $k$. For the testing sets CAR, LE1, LE2, BAN, ADU, and CO1, we tested $k = \{2, \ldots, 20\}$. For the value of $k = 2$ the similarity matrix is complete, and our purpose is to compare the sparse computation approach accuracy and running time to that of using the complete similarity matrix. This comparison is impossible for the largest testing set CO2 as the respective complete matrix cannot be stored in memory. We therefore tested $k = \{100, 200, 300, 400, 500\}$ for the testing set CO2. We choose these large values for $k$ because the marginal change in density generally decreases with increasing grid resolution.

We normalize all testing sets prior to applying approximate-PCA to reduce the effect of outliers [28]. The normalization in general leads to a more balanced distribution of the feature vectors in the projected space and thus to a sparser similarity matrix. We set the number of randomly selected rows for the approximate-PCA to reduce the effect of outliers [28]. We therefore tested $k = \{100, 200, 300, 400, 500\}$ for the testing set CO2. We choose these large values for $k$ because the marginal change in density generally decreases with increasing grid resolution.

We normalize all testing sets prior to applying approximate-PCA to reduce the effect of outliers [28]. The normalization in general leads to a more balanced distribution of the feature vectors in the projected space and thus to a sparser similarity matrix. We set the number of randomly selected rows for the approximate-PCA to reduce the effect of outliers [28]. We therefore tested $k = \{100, 200, 300, 400, 500\}$ for the testing set CO2. We choose these large values for $k$ because the marginal change in density generally decreases with increasing grid resolution.

For each run of random subsampling validation, we evaluate the accuracy for each grid resolution $k$ by performing ten runs of random subsampling validation.

![Fig. 4. Visualization of experimental design](image-url)
C. Numerical results

Table III and Figure 5 present the testing results for all data sets except CO2. Table III lists for each of the tested grid resolutions $k$, the average accuracy (Acc) for the ten runs, the average density (Den) of the ten input graphs, and the average running time required for solving the SNC problem, which is equivalent to the running time required for computing one minimum cut ($T_{\text{cut}}$). The results show that the density of the input graph in general decreases with increasing grid resolution. Theoretically, it is possible that a small increase in the grid resolution results in an increase in density. For example in the one-dimensional case where an interval of length 12 is equally split into 4 subintervals of length 4, then two objects that are located at point 3.5 and point 8.5 do not have their distance evaluated because they belong to non-adjacent intervals. However, if the grid resolution is increased to 4, i.e., the interval of length 12 is equally split into 4 subintervals of length 3, then these two objects fall into adjacent intervals and have their distance evaluated. In our experiments, this happened only once (cf. ADU, increase from $k = 18$ to $k = 19$).

The most surprising result of our study is that across all data sets the accuracy achieved with the sparse similarity matrices barely changes with increasing grid resolution, whereas the running time decreases substantially; for the data set LE1, the accuracy even increases. Also, the accuracies reported in Table III are similar or considerably higher than the accuracies that were obtained based on the complete similarity matrix of the corresponding tuning sets (cf. Table II). The time required to perform the cut is roughly proportional to the number of arcs in the input graph, as the pseudoflow algorithm used in SNC runs in practice in linear time [7]. Thus the decreased density causes a proportional decrease in the running time. Figure 5 visualizes the effect of the grid resolution on the average accuracy and the average density of the input graphs. The plot for testing set CO2 is shown separately in Figure 6.

In Table IV, we report for each grid resolution $k$ the CPU time that is required to compute the grid ($T_{\text{grid}}$). The computation of the grid includes the assignment of all feature vectors of the testing set to the respective boxes in the grid, and the identification of pairs of neighboring non-empty boxes. We also indicate the CPU time required to compute the similarities ($T_{\text{sim}}$) between pairs of feature vectors that lie in the same or in neighboring boxes. Our experiments show that a substantial reduction in CPU time can be achieved by increasing the grid resolution. The time required to construct the grid is relatively small, but increases with increasing grid resolution. The time required to compute the similarities in general decreases with increasing grid resolution. However, beyond a certain number of boxes, the time required to compute the similarities starts to increase (cf. LE1, LE2). This is because the Matlab function that we use to compute the distances within a box ($pdist$) is more efficient than the Matlab function that we use to compute the distances between objects in neighboring boxes ($pdist2$).

Table V, presents all the numerical results for the CO2 testing set. With a density of only 0.009%, it is still possible to achieve an accuracy of 91.14%. Note that the complete input graph for the CO2 testing set contains over 54 billion arcs.

VI. CONCLUSIONS

In this paper, we propose a novel method of sparse computation to efficiently generate a sparse similarity matrix for massively large data sets to be used as input to similarity based classification algorithms. A key feature of the method is that it identifies, without calculating all pairwise similarities, those pairs of objects that are highly similar. This is accomplished by using an algorithm that we refer to as "approximate Principal Component Analysis" that projects the data onto a low-dimensional space. That low-dimensional space is then partitioned into a finite number of grid blocks which allow the identification of groups of similar objects using the concept of grid neighborhoods borrowed from image representation. The resulting sparse similarity matrix is then used in the classification algorithm of Supervised Normalized Cut, the complexity of which is proportional to the number of non-zero entries in the matrix. The effectiveness of the approach is demonstrated for large data sets from the UCI repository. The approach significantly improves running times with minimal loss in accuracy.

The success of the approach proposed here points out several promising directions for future research. These include the utilization of the sparse computation method for other machine learning methods where similarities are a required input. In particular, we plan to use sparse computation in combination with the k-nearest neighbor algorithm and with the spectral method. We also plan to test the approximate-PCA idea for very high dimensional data sets in which the number of attributes is extremely large. Other planned future investigations include the investigation of the effect of using a different number of intervals in each dimension of the grid instead of using the same number for all dimensions and to evaluate the performance of tuning with the sparse similarity matrix instead of the complete similarity matrix. Finally, we plan to compare sparse computation to other dimensionality reduction approaches such as Locality-Sensitive Hashing, [2].
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TABLE III. TESTING RESULTS FOR ALL DATA SETS EXCEPT CO2

<table>
<thead>
<tr>
<th>Dataset</th>
<th>LE1</th>
<th>LE2</th>
<th>CAR</th>
<th>ADU</th>
<th>BAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td>Acc [%]</td>
<td>Den [%]</td>
<td>T cut [s]</td>
<td>Acc [%]</td>
<td>Den [%]</td>
</tr>
<tr>
<td>85%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>80%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>75%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>70%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>65%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>60%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>55%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>50%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>45%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>40%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>35%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>30%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>25%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>20%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>15%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>10%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
<tr>
<td>5%</td>
<td>94.14</td>
<td>79.96</td>
<td>&lt;0.01</td>
<td>99.30</td>
<td>87.76</td>
</tr>
</tbody>
</table>

Fig. 5. Effect of grid resolution (k) on average density of validation graph and average accuracy for all sets except CO2.
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| TABLE IV. RUNNING TIMES OF SPARSE COMPUTATION IN SECONDS |
|-----------------------------------------------|-----------|-----------|-----------|-----------|
|                                | CAR       | k        | T_{grid} | T_{sim}   | T_{grid} | T_{sim}   | T_{grid} | T_{sim}   |
| complete matrix                |           | 2        | 0.02     | 0.15      |          |           |          |           |
| sparse matrices                |           | 3        | <0.01    | 0.14      |          |           |          |           |
|                               |           | 4        | <0.01    | 0.13      | 0.02     | 8.39      |          |           |
|                               |           | 5        | <0.01    | 0.13      | 0.05     | 6.16      |          |           |
|                               |           | 6        | <0.01    | 0.13      | 0.09     | 4.62      |          |           |
|                               |           | 7        | <0.01    | 0.16      | 0.12     | 3.47      |          |           |
|                               |           | 8        | <0.01    | 0.19      | 0.15     | 2.78      |          |           |
|                               |           | 9        | <0.01    | 0.17      | 0.17     | 2.24      |          |           |
|                               |           | 10       | <0.01    | 0.19      | 0.18     | 2.10      |          |           |
|                               |           | 11       | 0.01     | 0.23      | 0.20     | 1.81      |          |           |
|                               |           | 12       | 0.01     | 0.25      | 0.21     | 1.69      |          |           |
|                               |           | 13       | 0.02     | 0.27      | 0.22     | 1.59      |          |           |
|                               |           | 14       | 0.02     | 0.29      | 0.24     | 1.55      |          |           |
|                               |           | 15       | 0.03     | 0.33      | 0.26     | 1.52      |          |           |
|                               |           | 16       | 0.02     | 0.35      | 0.28     | 1.52      |          |           |
|                               |           | 17       | 0.04     | 0.35      | 0.30     | 1.54      |          |           |
|                               |           | 18       | 0.03     | 0.33      | 0.32     | 1.54      |          |           |
|                               |           | 19       | 0.03     | 0.33      | 0.35     | 1.56      |          |           |
|                               |           | 20       | 0.03     | 0.36      | 0.39     | 1.62      |          |           |


